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Course objectives: To inculcate the students to understand and apply the techniques of matrices 

like linear transformations from a vector space to itself such as reflection, rotation and sharing to 

solve multivariate problems arising in different disciplines of science and technology. 

Course Outcomes: The Theory of Matrices course provides students with a comprehensive 

understanding of the fundamental principles and applications of matrices. Upon successful 

completion of this courses students will be able to classify matrices based on their dimensions 

(e.g., square, rectangular) and special properties (e.g., symmetric, diagonal, orthogonal). Students 

will understand the significance of eigenvalues, eigenvectors, and determinants in characterizing 

matrices. 

 

UNIT-I 

Eigenvalues and eigenvectors of a matrix and their determination, similarity of matrices, two 

similar matrices have the same eigenvalues, algebraic and geometric multiplicity of eigenvalues, 

Mutual relationship between eigenvalues and the corresponding eigenvectors, any system of 

eigenvectors corresponding to distinct eigenvalues of a matrix are linearly independent, orthogonal 

reduction of real symmetric  matrices, unitary reduction of a Hermitian matrix. 

 

UNIT-II  

Determination of diagonal matrices, the necessary and sufficient conditions for a square matrix of 

order 𝑛 to be similar to a diagonal matrix. Orthogonal diagonalization of symmetric matrices,  

triangular form over ℂ and ℝ, Schur’s theorem, normal matrices. Norms on spaces of matrices: 

Euclidean, Cartesian and taxicab norms, Schur’s inequality: If A is a square matrix of order n 

having eigenvalues 𝜆𝑘, 1 ≤ 𝑘 ≤ 𝑛, then ∑|𝜆𝑘|
2 ≤ ∑|𝑎𝑖𝑗|

2. If A is a square matrix of order n 

having singular values 𝜎𝑘, 1 ≤ 𝑘 ≤ 𝑛, then |𝑡𝑟(𝐴)| ≤ ∑𝜎𝑘. If A is a normal matrix and 𝜆𝑘, 1 ≤

𝑘 ≤ 𝑛 are its eigenvalues and 𝜇 is the eigenvalue of the perturbed matrix 𝐴 + 𝛿𝐴, then for some 

𝑖, ∥ 𝜇 − 𝜆𝑖 ∥≤∥ 𝛿𝐴 ∥. 

 

UNIT-III  

Quadratic forms: Kroneckers and Lagranges reduction, reduction by orthogonal transformation of 

real quadratic forms, geometrical applications, necessary and sufficient condition for a quadratic 

form to be positive definite, If the quadratic form 𝑋′𝐴𝑋 is positive semidefinite and if 𝑥1 actually 

appears in the form , then 𝑎𝑖𝑖 > 0 rank,  A real symmetric  matrix A is positive definite if and only 

if  exists and is positive definite and symmetric, Euler’s theorem, Hessian matrix, rank, index 

and signature of a quadratic form. If 𝐴 = [𝑎𝑖𝑗] is a positive definite matrix of order n, then |𝐴| ≤

∏𝑎𝑖𝑖
  



 

UNIT IV 

Gram matrices: the Gram matrix 𝐵𝐵𝑡 is always positive definite or positive semi-definite, 

Hadamard’s inequality, If 𝐵 = [𝑏𝑖𝑗] is an arbitrary non- singular real square matrix of order n, 

then |𝐵| ≤ ∏[ ∑
𝑘=1

𝑛

𝑏𝑖𝑘]. Fundamental scalar function 𝜙𝑘. For any two matrices A and B, 𝜙𝑘(𝐴𝐵) =
𝜙𝑘(𝐵𝐴), the infinite 𝑛 −fold integral 𝐼𝑛 = ∫

−∞

∞

⋯ ∫
−∞

∞

𝑒𝑋
′𝐴𝑋𝑑𝑋, where 𝑑𝑋 = 𝑑𝑥1⋯𝑑𝑥𝑛. If A is a 

positive definite matrix, then 𝐼𝑛 = 𝜋𝑛 2Τ /ඥ|𝐴|. If A and B are positive definite matrices, then   

|𝜆𝐴 + (1 − 𝜆𝐵)| ≤ |𝐴|𝜆|𝐵|1−𝜆 for 0 ≤ 𝜆 ≤ 1, perturbation of roots of polynomials, companion 

matrix, Hadamard’s theorem, Gerisgorian Disk theorem, Taussky’s theorem. 
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